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1 Introduction

1.1 Overview

Multivariate calibration has historically been a major
corner-stone of chemometrics as applied to analytical
chemistry.However, there are a large number of diverse schools of
thought. To some, most of chemometrics involves
multivariatecalibration. Certain Scandinavian and North American
groupshave based much of their development over the past twodecades
primarily on applications of the partial least squares(PLS)
algorithm. At the same time, the classic text by Massartand
co-workers1 does not mention PLS, and multivariatecalibration is
viewed by some only as one of a large battery of approaches to the
interpretation of analytical data. In Scandina-via, many use PLS
for almost all regression problems (whetherappropriate or
otherwise) whereas related methods such asmultiple linear
regression (MLR) are more widely used bymainstream
statisticians.

There has developed a mystique surrounding PLS, atechnique with
its own terminology, conferences and establish-ment. Although
originally developed within the area of economics, most of its
prominent proponents are chemists.There are a number of commercial
packages on the market-place that perform PLS calibration and
result in a variety of diagnostic statistics. It is, though,
important to understand thata major historic (and economic) driving
force was near infraredspectroscopy (NIR), primarily in the food
industry and inprocess analytical chemistry. Each type of
spectroscopy andchromatography has its own features and problems,
so muchsoftware was developed to tackle specific situations which
maynot necessarily be very applicable to other techniques such
aschromatography or NMR or MS. In many statistical circles NIRand
chemometrics are almost inseparably intertwined. How-ever, other
more modern techniques are emerging even inprocess analysis, so it
is not at all certain that the heavyinvestment on the use of PLS in
NIR will be so beneficial in thefuture. Despite this, chemometric
approaches to calibrationhave very wide potential applicability
throughout all areas of quantitative analytical chemistry.

There are very many circumstances in which
multivariatecalibration methods are appropriate. The difficulty is
that todevelop a very robust set of data analytical techniques for
aparticular situation takes a large investment in resources
andtime, so the applications of multivariate calibration in
someareas of science are much less well established than in others.
Itis important to distinguish the methodology that has built
uparound a small number of spectroscopic methods such as NIR,from
the general principles applicable throughout analyticalchemistry.
This article will concentrate on the latter. There are

probably several hundred favourite diagnostics available to
theprofessional user of PLSe.g. in NIR spectroscopy, yet each
onehas been developed with a specific technique or problem inmind,
and are not necessarily generally applicable to allcalibration
problems. The untrained user may become confused
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by these statistics; indeed he or she may have access to only
onespecific piece of software and assume that the
methodsincorporated into that package are fairly general or well
known,and may even inappropriately apply diagnostics that are
notrelevant to a particular application.

There are a whole series of problems in analytical chemistryfor
which multivariate calibration is appropriate, but each isvery
different in nature.

1. The simplest is calibration of the concentration of a
singlecompound using a spectroscopic or chromatographic method,an
example being determining the concentration of chlorophyllby EAS
(electronic absorption spectroscopy). 2 Instead of usingone
wavelength (as is conventional for the determination of molar
absorptivity or extinction coefficients), multivariatecalibration
involves using all or several of the wavelengths.

2. A more complex situation is a multi-component mixturewhere
all pure standards are available, such as a mixture of
fourpharmaceuticals. 3 It is possible to control the concentration
of the reference compounds, so that a number of carefullydesigned
mixtures can be produced in the laboratory. Some-times the aim is
to see whether a spectrum of a mixture can beemployed to determine
individual concentrations, and, if so,how reliably. The aim may be
to replace a slow and expensivechromatographic method by a rapid
spectroscopic approach.Another rather different aim might be
impurity monitoring, 4how well the concentration of a small
impurity may bedetermined, for example, buried within a large
chromatographicpeak.

3. A different approach is required if only the concentrationof
a portion of the components is known in a mixture, forexample, the
polyaromatic hydrocarbons within coal tar pitchvolatiles. 5 In the
natural samples there may be tens or hundredsof unknowns, but only
a few can be quantified and calibrated.The unknown interferents
cannot necessarily be determined andit is not possible to design a
set of samples in the laboratorycontaining all the potential
components in real samples.Multivariate calibration is effective
provided that the range of samples used to develop the model is
sufficiently representativeof all future samples in the field. If
it is not, the predictions frommultivariate calibration could be
dangerously inaccurate. Inorder to protect against samples not
belonging to the originaldataset, a number of approaches for
determination of outliershave been developed.

4. A final case is where the aim of calibration is not so muchto
determine the concentration of a particular compound but agroup of
compounds, for example protein in wheat. 6 The criteriahere become
fairly statistical and the methods will only work if a sufficiently
large and adequate set of samples are available.However, in food
chemistry if the supplier of a product comesfrom a known source
that is unlikely to change, it is oftenadequate to set up a
calibration model on this training set.

There are many pitfalls in the use of calibration models,perhaps
the most serious being variability in instrumentperformance over
time. Each instrument has different character-istics and on each
day and even hour the response can vary. Howserious this is for the
stability of the calibration model needs tobe assessed before
investing a large effort. Sometimes it isnecessary to reform the
calibration model on a regular basis, byrunning a standard set of
samples, possibly on a daily or weeklybasis. In other cases
multivariate calibration gives only a roughprediction, but if the
quality of a product or the concentration of a pollutant appears to
exceed a certain limit, then other moredetailed approaches can be
used to investigate the sample. Forexample, on-line calibration in
NIR can be used for screening amanufactured sample, and any dubious
batches investigated in

more detail using chromatography.There are many excellent
articles and books on multivariate

calibration which provide greater details about the algo-rithms.
7 14 This article will compare the basic methods,illustrated by
case studies, and will also discuss more recent

developments such as multiway calibration and experimentaldesign
of the training set. There are numerous softwarepackages available,
including Piroutte, 15 Unscrambler, 16SIMCA 17 and Matlab Toolkit
18 depending on the user sexperience. However, many of these
packages contain a largenumber of statistics that may not
necessarily be relevant to aparticular problem, and sometimes force
the user into aparticular mode of thought. For the more computer
basedchemometricians, using Matlab for developing
applicationsallows a greater degree of flexibility. It is important
to recognisethat the basic algorithms for multivariate calibration
are, in fact,extremely simple, and can easily be implemented in
mostenvironments, such as Excel, Visual Basic or C.

1.2 Case study 1

The first and main case study for this application is of
theelectronic absorption spectra (EAS) of ten
polyaromatichydrocarbons (PAHs). Table 1 is of the concentrations
of thesePAHs in 25 spectra (dataset A) recorded at 1 nm
intervalsbetween 220 and 350 nm, forming a matrix which is
oftenpresented as having 25 rows (individual spectra) and
131columns (individual wavelengths). The spectra are available
asElectronic Supplementary Information (ESI Table s1 ). Theaim is
to determine the concentration of an individual PAH inthe mixture
spectra.

A second dataset consisting of another 25 spectra,
whoseconcentrations are given in Table 2, will also be
employedwhere necessary (dataset B). The full data are available
asElectronic Supplementary Information (ESI Table s2 ).
Mostcalibration will be performed on dataset A.

1.3 Case study 2

The second case study is of two-way diode array detector

(DAD) HPLC data of a small embedded peak, that of
3-hydroxypyridine, buried within a major peak (2-hydroxypyr-idine).
The concentration of the embedded peak varies between1 and 5% of
the 2-hydroxypyridine, and a series of 14chromatograms (including
replicates) are recorded whoseconcentrations are given in Table
3.

The chromatogram was sampled every 1 s, and a 40 s portionof
each chromatogram was selected to contain the peak cluster,and
aligned to the major peak maximum. Fifty-one wavelengthsbetween 230
and 350 nm (sampled at 2.4 nm intervals) wererecorded. Hence a
dataset of dimensions 14 3 40 3 51 wasobtained, the aim being to
use multimode calibration todetermine the concentration of the
minor component. Furtherexperimental details are reported
elsewhere. 4

The dataset is available in ESI Table s3 . It is arranged so
thateach column corresponds to a wavelength and there are
14successive blocks, each of 40 rows (corresponding to
successivepoints in time). Horizontal lines are used to divide each
block for clarity. The chromatograms have been aligned.

2 Calibration methods

We will illustrate the methods of Sections 2.1 2.4 with datasetA
of case study 1, and the methods of Section 2.5 with casestudy
2.

2.1 Univariate calibration

2.1.1 Classical calibration. There is a huge literature
onunivariate calibration. 19 23 One of the simplest problems is
todetermine the concentration of a single compound using the

2126 Analyst , 2000, 125 , 2125 2154
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response of a single detector, for example a single
spectroscopicwavelength or a chromatographic peak area.

Mathematically a series of experiments can be performed
togive

x c . s

where, in the simplest case, x is a vector consisting of
absorbances at one wavelength for a number of samples (or
theresponse), and c is of the corresponding concentrations.
Both

vectors have length I , equal to the number of samples.
Thescalar s relates these parameters and is determined by
theexperiments.

A simple method for solving this equation is as follows:

cA .x cA.c . s

so

( cA.c)2 1 . cA. x ( cA.c)2 1 . ( cA.c). sor

Table 1 Concentrations of polyarenes in dataset A for case study
1 a

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.456 0.120 0.168 0.120 0.336 1.620 0.120 0.600 0.120 0.5642
0.456 0.040 0.280 0.200 0.448 2.700 0.120 0.400 0.160 0.7523 0.152
0.200 0.280 0.160 0.560 1.620 0.080 0.800 0.160 0.1184 0.760 0.200
0.224 0.200 0.336 1.080 0.160 0.800 0.040 0.7525 0.760 0.160 0.280
0.120 0.224 2.160 0.160 0.200 0.160 0.5646 0.608 0.200 0.168 0.080
0.448 2.160 0.040 0.800 0.120 0.9407 0.760 0.120 0.112 0.160 0.448
0.540 0.160 0.600 0.200 0.1188 0.456 0.080 0.224 0.160 0.112 2.160
0.120 1.000 0.040 0.1189 0.304 0.160 0.224 0.040 0.448 1.620 0.200
0.200 0.040 0.376

10 0.608 0.160 0.056 0.160 0.336 2.700 0.040 0.200 0.080 0.11811
0.608 0.040 0.224 0.120 0.560 0.540 0.040 0.400 0.040 0.56412 0.152
0.160 0.168 0.200 0.112 0.540 0.080 0.200 0.120 0.75213 0.608 0.120
0.280 0.040 0.112 1.080 0.040 0.600 0.160 0.37614 0.456 0.200 0.056
0.040 0.224 0.540 0.120 0.800 0.080 0.37615 0.760 0.040 0.056 0.080
0.112 1.620 0.160 0.400 0.080 0.94016 0.152 0.040 0.112 0.040 0.336
2.160 0.080 0.400 0.200 0.37617 0.152 0.080 0.056 0.120 0.448 1.080
0.080 1.000 0.080 0.56418 0.304 0.040 0.168 0.160 0.224 1.080 0.200
0.400 0.120 0.11819 0.152 0.120 0.224 0.080 0.224 2.700 0.080 0.600
0.040 0.94020 0.456 0.160 0.112 0.080 0.560 1.080 0.120 0.200 0.200
0.94021 0.608 0.080 0.112 0.200 0.224 1.620 0.040 1.000 0.200
0.75222 0.304 0.080 0.280 0.080 0.336 0.540 0.200 1.000 0.160
0.94023 0.304 0.200 0.112 0.120 0.112 2.700 0.200 0.800 0.200
0.564

24 0.760 0.080 0.168 0.040 0.560 2.700 0.160 1.000 0.120 0.37625
0.304 0.120 0.056 0.200 0.560 2.160 0.200 0.600 0.080 0.752a
Abbreviations for PAHs: Py = pyrene; Ace = acenaphthene; Anth =
anthracene; Acy = acenaphthylene; Chry = chrysene; Benz =
benzanthracene;Fluora = fluoranthene; Fluore = fluorene; Nap =
naphthalene; Phen = phenanthrene.

Table 2 Concentration of the polyarenes in the dataset B for
case study 1

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.456 0.120 0.168 0.120 0.336 1.620 0.120 0.600 0.120 0.5642
0.456 0.040 0.224 0.160 0.560 2.160 0.120 1.000 0.040 0.1883 0.152
0.160 0.224 0.200 0.448 1.620 0.200 0.200 0.040 0.3764 0.608 0.160
0.280 0.160 0.336 2.700 0.040 0.200 0.080 0.1885 0.608 0.200 0.224
0.120 0.560 0.540 0.040 0.400 0.040 0.5646 0.760 0.160 0.168 0.200
0.112 0.540 0.080 0.200 0.120 0.3767 0.608 0.120 0.280 0.040 0.112
1.080 0.040 0.600 0.080 0.9408 0.456 0.200 0.056 0.040 0.224 0.540
0.120 0.400 0.200 0.9409 0.760 0.040 0.056 0.080 0.112 1.620 0.080
1.000 0.200 0.752

10 0.152 0.040 0.112 0.040 0.336 1.080 0.200 1.000 0.160 0.94011
0.152 0.080 0.056 0.120 0.224 2.700 0.200 0.800 0.200 0.56412 0.304
0.040 0.168 0.080 0.560 2.700 0.160 1.000 0.120 0.75213 0.152 0.120
0.112 0.200 0.560 2.160 0.200 0.600 0.160 0.37614 0.456 0.080 0.280
0.200 0.448 2.700 0.120 0.800 0.080 0.37615 0.304 0.200 0.280 0.160
0.560 1.620 0.160 0.400 0.080 0.18816 0.760 0.200 0.224 0.200 0.336
2.160 0.080 0.400 0.040 0.37617 0.760 0.160 0.280 0.120 0.448 1.080
0.080 0.200 0.080 0.56418 0.608 0.200 0.168 0.160 0.224 1.080 0.040
0.400 0.120 0.18819 0.760 0.120 0.224 0.080 0.224 0.540 0.080 0.600
0.040 0.75220 0.456 0.160 0.112 0.080 0.112 1.080 0.120 0.200 0.160
0.752

21 0.608 0.080 0.112 0.040 0.224 1.620 0.040 0.800 0.160 0.94022
0.304 0.080 0.056 0.080 0.336 0.540 0.160 0.800 0.200 0.75223 0.304
0.040 0.112 0.120 0.112 2.160 0.160 1.000 0.160 0.56424 0.152 0.080
0.168 0.040 0.448 2.160 0.200 0.800 0.120 0.94025 0.304 0.120 0.056
0.160 0.448 2.700 0.160 0.600 0.200 0.188

Analyst , 2000, 125 , 2125 2154 2127
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s

x c

c

i i

i

I

i

i

I =

=

( c c c x) . =_1 1

2

1

where theA

is the transpose as described in Appendix A1.Many conventional
texts use summations rather than matri-

ces for determination of regression equations, but
bothapproaches are equivalent. In Fig. 1, the absorbance of
thespectra of case study 1A at 336 nm is plotted against
theconcentration of pyrene (Table 1). The graph is
approximatelylinear, and provides a best fit slope calculated
by

x cii

I

i

= =

1

1 849.

and=1i

I

c i =2 6 354.

so that x = 0.291 c. Note the hat ( ) symbol which indicates
aprediction. The results are presented in Table 4.

The quality of prediction can be determined by the residuals(or
errors) i.e. the difference between the observed andpredicted, i.e.
x 2 x; the less this is the better. Generally the rootmean error is
calculated,

E x x d i ii

I

= -

=

(1

) / 2

where d is called the degrees of freedom. In the case of
univariate calibration this equals the number of observations ( N
)minus the number of parameters in the model ( P ) or in this
case,

25 2 1 = 24, so that

0.0289/24 0.0347=

This error can be represented as a percentage of the mean E %
=100 ( E / x) = 24.1% in this case. It is always useful to check
theoriginal graph (Fig. 1) just to be sure, which appears
areasonable answer. Note that classical calibration is
slightlyillogical in analytical chemistry. The aim of calibration
is todetermine concentrations from spectral intensities, and not
viceversa yet the calibration equation in this section involves
fittinga model to determine a peak height from a known
concentra-tion.

For a new or unknown sample, the concentration can beestimated
(approximately) by using the inverse of the slope or

c = 3.44 x

The spectrum of pure pyrene is given in Fig. 2, superimposedover
the spectra of the other compounds in the mixture. It can beseen
that the wavelength chosen largely represents pyrene, so
areasonable model can be obtained by univariate methods. Formost of
the other compounds in the mixtures this is not possible,so a much
poorer fit to the data would be obtained.

2.1.2 Inverse calibration. Although classical calibration
iswidely used, it is not always the most appropriate approach
inanalytical chemistry, for two main reasons. First, the
ultimate

aim is usually to predict the concentration (or factor) from
thespectrum or chromatogram (response) rather than vice versa
.There is a great deal of technical discussion of the
philosophybehind different calibration methods, but in other areas
of chemistry the reverse may be true, for example, can a
response

Table 3 Concentrations of 3-hydroxypyridine in the chromatograms
of case study 2

Sample Conc./mM

1 0.01582 0.01583 0.03154 0.03155 0.03156 0.04737 0.04738
0.04739 0.0473

10 0.063111 0.063112 0.063113 0.078914 0.0789

Fig. 1 Absorption at 336 nm against concentration of pyrene.

Table 4 Results of regression of the concentration of pyrene (mg
L 2 1 )against the intensity of absorbance at 336 nm

Concentration AbsorbancePredictedabsorbance Residual

0.456 0.161 0.133 0.0280.456 0.176 0.133 0.0430.152 0.102 0.044
0.0580.760 0.184 0.221 2 0.0370.760 0.231 0.221 0.0100.608 0.171
0.176 2 0.0060.760 0.183 0.221 2 0.0390.456 0.160 0.133 0.0270.304
0.126 0.088 0.0380.608 0.186 0.177 0.0090.608 0.146 0.177 2
0.0310.152 0.064 0.044 0.0200.608 0.139 0.177 2 0.0380.456 0.110
0.133 2 0.0230.760 0.202 0.221 2 0.0190.152 0.087 0.044 0.0430.152
0.076 0.044 0.0320.304 0.104 0.088 0.0160.152 0.120 0.044
0.0760.456 0.125 0.133 2 0.008

0.608 0.173 0.177 2 0.0040.304 0.092 0.088 0.0040.304 0.135
0.088 0.0460.760 0.212 0.221 2 0.0090.304 0.142 0.088 0.054

2128 Analyst , 2000, 125 , 2125 2154
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(e.g. a synthetic yield) be predicted from the values of
theindependent factors ( e.g. temperature and pH)? The
secondrelates to error distributions. The errors in the response
are oftendue to instrumental performance. Over the years,
instrumentshave become more reliable. The independent variable
(oftenconcentration) is usually determined by weighings,
dilutionsand so on, and is often the largest source of error. The
quality of volumetric flasks, syringes and so on has not
improveddramatically over the years. Classical calibration fits a
model sothat all errors are in the response [Fig. 3(a)], whereas
withimproved instrumental performance, a more appropriate
as-sumption is that errors are primarily in the measurement of
concentration [Fig. 3(b)].

Calibration can be performed by the inverse method where

c x . b

or

b

x c

x

i i

i

I

ii

I = =

=

( . x x x. ) .c =_1 1

2

1

giving for this example, c = 3.262 x. Note that b is
onlyapproximately the inverse of s (see above), because each
modelmakes different assumptions about error distributions.
How-ever, for good data, both models should provide fairly
similarpredictions, if not there could be some other factor
thatinfluences the data, such as an intercept, non-linearities,
outliersor unexpected noise distributions. For heteroscedastic
noisedistributions 24 there are a variety of enhancements to
linearcalibration. However, these are rarely taken into
considerationwhen extending the principles to the multivariate
calibration.

Most chemometricians prefer inverse methods, but mosttraditional
analytical chemistry texts introduce the classicalapproach to
calibration. It is important to recognise that thereare substantial
differences in terminology in the literature, themost common
problem being the distinction between x and yvariables. In many
areas of analytical chemistry, concentrationis denoted by x, the
response (such as a spectroscopic peak height) by y. However, most
workers in the area of multivariate calibration have first been
introduced to regressionmethods via spectroscopy or chromatography
whereby theexperimental data matrix is denoted as X , and the
concentra-tions or predicted variables by y. In this paper we
indicate theexperimentally observed responses by x such as
spectroscopicabsorbances of chromatographic peak areas, but do not
use yin order to avoid confusion.

2.1.3 Including the intercept. In many situations it
isappropriate to include extra terms in the calibration model.
Mostcommonly an intercept (or baseline) term is included to give
aninverse model of the form

c b0+ b1 x

which can be expressed in matrix/vector notation by c X . b

for inverse calibration where c is a column vector of
concentrations and b is a column vector consisting of twonumbers,
the first equal to b0 (the intercept) and the second to b1(the
slope). X is now a matrix of two columns, the first of whichis a
column of 1 s, the second the spectroscopic readings, aspresented
in Table 5.

Exactly the same principles can be employed for calculatingthe
coefficients as in Section 2.1.2, but in this case b is a
vectorrather than scalar, and X is a matrix rather than a vector
sothat

b = ( X A. X )2 1 . X A . c

or

c = 2 0.178 + 4.391 x

Note that the coefficients are different from those of
Section2.1.2. One reason is that there are still a number of
interferents,from the other PAHs, in the spectrum at 336 nm, and
these aremodelled partly by the intercept term. The models of
Sections2.1.1 and 2.1.2 force the best fit straight line to pass
through the

Fig. 2 Spectrum of pyrene superimposed over the spectra of the
other purePAHs.

Fig. 3 Errors in (a) Classical and (b) Inverse calibration.

Table 5 X matrix for example of Section 2.1.3

1 0.4561 0.4561 0.1521 0.7601 0.7601 0.6081 0.7601 0.4561 0.3041
0.6081 0.6081 0.1521 0.6081 0.4561 0.7601 0.1521 0.1521 0.3041
0.1521 0.456

1 0.6081 0.3041 0.3041 0.7601 0.304

Analyst , 2000, 125 , 2125 2154 2129
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origin. A better fit can be obtained if this condition is
notrequired.

The predicted concentrations are easy to obtain, the
easiestapproach involving the use of matrix-based methods, so
that

c = X.bthe root mean square error being given by

E

c c

I

i i

i

I

=

-

-

= =

=

-

(

)

. / .

2

1

1

2

2 059 23 0 106 mg L

representing an E % of 23.3%. Notice that, strictly speaking,
theerror term is divided by 23 (number of degrees of freedom
ratherthan 25) to reflect the two parameters used in the model.

An alternative, and common, method for including theintercept is
to mean centre both the x and the c variables to fitthe
equation

c 2 c = ( x 2 x)b

orcen c = cen x b

or

b

x x c c

x x

i i

i

I

i

i

I = =

- -

-

- =

=

( .

( )( )

( )

cen cen cen cen 1

2

) x . x x . c1

1

It is easy to show algebraically that the value of b is
identicalwith b1 obtained for the uncentred data (= 4.391 in
this

example), but includes the intercept, whereas the old value of
b0is given by ( c 2 b1 x), so the two methods are related. It
iscommon to centre both sets of variables for this reason,
thecalculations being mathematically simpler than including
anintercept term. Note that the concentrations must be centred
atthe same time as the response, and the predictions are of
theconcentrations minus their mean.

It should be pointed out that the predictions for both
methodsdescribed in this section differ from those obtained for
theuncentred data. It is also useful to realise that it is also
possibleto use an intercept in models obtained using classical
calibra-tion; the details have been omitted in this section for
brevity.

2.2 Multiple linear regression2.2.1 Multidetector advantage.
Multiple linear regression

(MLR) is an extension when more than one detector response
isemployed. There are two principal reasons for this. The first
isthat there may be more than one component in a mixture. Undersuch
circumstances it is advisable to employ more than oneresponse (the
exception being if the concentrations of some of the components are
known to be correlated). For N components,at least N wavelengths
must be used. The second is that eachdetector contains some
information. Some individual wave-lengths in a spectrum may be
influenced by noise or unknowninterferents. Using, for example, 100
wavelengths averages outthe information, and will often provide a
better result thanrelying on a single wavelength.

2.2.2 Multiwavelength equations. In certain
applications,equations can be developed that are used to predict
theconcentrations of compounds by monitoring at a finite number

of wavelengths. A classical area is in pigment analysis
byelectronic absorption spectroscopy, especially in the area of
chlorophyll chemistry. 25 In order to determine the concentrationof
four pigments in a mixture, investigators recommendmonitoring at
four different wavelengths, and use an equationthat links
absorbance at each wavelength to concentration.

In case study 1, only certain compounds absorb above 330nm, the
main ones being pyrene, fluoranthene, acenaphthyleneand
benzanthracene (note that the small absorbance due to afifth
component may be regarded as an interferent, althoughincluding this
in the model will, of course, result in betterpredictions). It is
possible to choose four wavelengths, prefera-bly ones in which the
absorbance ratios of these fourcompounds differ. In Fig. 4, the
wavelengths 331, 335, 341 and349 nm are indicated, and chosen for
calibration.

Calibration equations can be obtained, as follows, usinginverse
methods. First, select the absorbances of the 25 spectraat these
four wavelengths to give an X matrix with four columnsand 25 rows.
Second, obtain the corresponding C matrixconsisting of the relevant
concentrations (Table 6). The aim is tofind coefficients B relating
X and C by

C X . B

where B is a 4 3 4 matrix, each column representing acompound
and each row a wavelength. This equation can besolved using
regression methods of Section 2.1.2, changingvectors and scalars to
matrices, so that

B = ( X A. X )2 1 . X A . C

giving the matrix in Table 6. These could be expressed
inequation form if required, for example, the first column of
Bsuggests that

estimated [pyrene] = 2 1.827 A331 + 7.512 A335 2 6.094 A341
+2.355 A349

In UV/VIS spectroscopy of pigments, for example, these type of
equations are very common.

An estimated concentration matrix can be obtained byC = X .
B

as indicated in Table 6. For pyrene, the root mean square
errorof prediction is given by

E c ci ii

I

= -

= ( ) / 2

1

21

(note that the divisor is 21 not 25 as four degrees of freedom
arelost because there are four compounds in the model), equal
to0.042 or 9.34%, of the average concentration of pyrene,
asignificant improvement over the univariate model. Even

further improvement could be obtained by including the

Fig. 4 Spectra of pyrene, fluoranthene, acenaphthalene and
benzo[ a ])an-thracene between 330 and 350 nm with 331, 335, 341
and 349 nmindicated.
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intercept (usually performed by centring the data) and
includingthe concentrations of more compounds.

It is possible also to employ classical methods. For the
singledetector, single wavelength model of Section 2.1.1

c = x/s

where s is a scalar, and x and c are vectors corresponding to
theconcentrations and absorbances for each of the N samples.Where
there are several components in the mixture, thisbecomes

C = X.S A.(S.S A)2 1

Table 6 Matrices X , C , B and C for Section 2.2.2

C X

331 335 341 349 Py Ace Benz Fluora

0.138 0.165 0.102 0.058 0.456 0.120 1.620 0.1200.154 0.178 0.133
0.078 0.456 0.040 2.700 0.1200.093 0.102 0.087 0.053 0.152 0.200
1.620 0.0800.152 0.191 0.093 0.046 0.760 0.200 1.080 0.1600.191
0.239 0.131 0.073 0.760 0.160 2.160 0.1600.148 0.178 0.105 0.056
0.608 0.200 2.160 0.0400.149 0.193 0.074 0.029 0.760 0.120 0.540
0.1600.137 0.164 0.105 0.057 0.456 0.080 2.160 0.1200.107 0.129
0.093 0.057 0.304 0.160 1.620 0.2000.168 0.193 0.124 0.067 0.608
0.160 2.700 0.0400.119 0.154 0.058 0.021 0.608 0.040 0.540
0.0400.06 0.065 0.049 0.028 0.152 0.160 0.540 0.0800.112 0.144
0.067 0.033 0.608 0.120 1.080 0.0400.093 0.114 0.056 0.034 0.456
0.200 0.540 0.1200.169 0.211 0.1 0.052 0.760 0.040 1.620 0.1600.082
0.087 0.081 0.054 0.152 0.040 2.160 0.0800.071 0.077 0.059 0.037
0.152 0.080 1.080 0.0800.084 0.106 0.066 0.037 0.304 0.040 1.080
0.2000.113 0.119 0.115 0.078 0.152 0.120 2.700 0.0800.106 0.13
0.073 0.042 0.456 0.160 1.080 0.1200.151 0.182 0.091 0.043 0.608
0.080 1.620 0.0400.08 0.095 0.056 0.035 0.304 0.080 0.540
0.2000.128 0.138 0.114 0.071 0.304 0.200 2.700 0.2000.177 0.219
0.132 0.078 0.760 0.080 2.700 0.1600.133 0.147 0.109 0.066 0.304
0.120 2.160 0.200

B

Py Ace Benz Fluora331 2 1.827 5.950 2 0.591 2 1.741335 7.512 2
3.105 2 11.209 2.785341 2 6.094 2 4.061 48.280 2 6.409349 2.355
3.972 2 19.343 9.734

C

Py Ace Benz Fluora

0.502 0.125 1.872 0.1300.429 0.133 2.826 0.1340.191 0.094 1.977
0.0800.699 0.116 1.370 0.1190.820 0.152 2.121 0.2040.559 0.124
1.904 0.1100.795 0.102 0.760 0.0860.476 0.106 2.048 0.1000.341
0.085 1.878 0.1320.545 0.163 2.428 0.1020.635 0.078 0.598
0.0540.146 0.067 1.060 0.0350.547 0.078 0.916 0.0980.425 0.107
0.713 0.1280.789 0.151 1.357 0.1590.137 0.103 1.843 0.1060.176
0.091 1.228 0.0730.328 0.050 1.233 0.0860.170 0.146 2.643
0.1570.437 0.097 1.192 0.1180.638 0.135 1.433 0.079

0.309 0.093 0.915 0.1070.275 0.152 2.508 0.1220.701 0.147 2.305
0.2150.352 0.154 2.260 0.122
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and the trick is to estimate S which can be done in one of
twoways:(a) by knowledge of the true spectra; and(b) by regression
since C . S X , so S = (C A.C )2 1 C A.X.

Note that

B SA. ( S. SA)2 1

However, as in univariate calibration, the coefficients
obtainedusing both approaches may not be exactly equal, both
methods

making different assumptions about error distributions.Such
equations make assumptions that the main analytes are

all known, and work well only if this is true. Applying
tomixtures where there are unknown interferents can result
inserious estimation errors.

2.2.3 Multivariate approaches. The methods of Section2.2.2 could
be extended to all ten PAHs in the dataset of casestudy 1, and with
appropriate choice of ten wavelengths maygive reasonable estimates
of concentrations. However, all theoriginal wavelengths contain
some information and there is noreason why most of the spectrum
cannot be employed.

There is a fairly confusing literature on the use of
multiplelinear regression for calibration in chemometrics,
primarilybecause many workers present their arguments in a
veryformalised manner. However, the choice and applicability of
method depends on three main factors:(1) the number of compounds in
the mixture (ten in this case) orresponses to be estimated; (2) the
number of experiments (25 inthis case) often spectra or
chromatograms; and (3) the numberof detectors (131 wavelengths in
this case).

In order to have a sensible model, the number of compoundsmust
be less than or equal to the smaller of the number of experiments
or number of detectors. In certain specialised casesthis limitation
can be infringed if it is known that there arecorrelations between
the concentrations of different com-pounds. This may happen, for
example, in environmentalchemistry where there could be tens or
hundreds of compounds

in a sample, but the presence of one ( e.g. a homologous
series)suggests the presence of another, so, in practice there are
only afew independent factors or groups of compounds. Also,

correlations can be built into the design of a training set
asdiscussed in Section 3.4. In most real-world situations
theredefinitely will be correlations in complex
multicomponentmixtures. However, the methods described below are
for thecase where the number of compounds is smaller than thenumber
of experiments or number of detectors, for reasonsdescribed
above.

The X data matrix is ideally related to the concentration
andspectral matrices by

X = C . S

where X is a 25 3 131 matrix, C a 25 3 10 matrix and S a 103 131
matrix in the example discussed here. In calibration it isassumed
that a series of experiments are performed in which C is known (
e.g. a set of mixtures of compounds with knownconcentrations are
recorded spectroscopically). An estimate of S can then be obtained
by

S = (C A.C )2 1 .C.X

and then the concentrations can be predicted

C = ( X. S.A(S. SA)2 1

Unless the number of wavelengths or experiments are exactlyequal
to the number of compounds, the prediction will notexactly model
the data. This approach works because thematrices ( C A.C ) and (
S. SA) are square matrices whose dimen-sions equal the number of
compounds in the mixture (10 3 10)and have inverses, provided that
the experiments have beensuitably designed and the concentrations
of the compounds arenot correlated. The predicted concentrations,
using this ap-proach, are given in Table 7, together with the
percentage rootmean square prediction error: note there are only 15
degrees of freedom ( = 25 experiments 2 10 compounds). Had the
databeen centred the number of degrees of freedom would bereduced
further. The predicted concentrations are acceptable formost
compounds apart from acenaphthylene. The predictedspectra are
presented in Fig. 5, and are not nearly so clear. In fact

it would be remarkable that for such a complex mixture it
ispossible to reconstruct ten spectra well, given that there is
agreat deal of overlap. Pyrene, which is indicated in bold,

Table 7 Predicted values of concentrations using multiple linear
regression as indicated in Section 2.3.1

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.485 0.110 0.178 0.154 0.374 1.653 0.157 0.536 0.107 0.5112
0.411 0.028 0.325 0.133 0.495 2.726 0.152 0.373 0.137 0.6203 0.178
0.158 0.274 0.220 0.546 1.668 0.057 0.860 0.164 0.2054 0.699 0.177
0.241 0.150 0.362 1.107 0.124 0.730 0.031 0.6905 0.819 0.140 0.287
0.158 0.223 2.121 0.172 0.239 0.191 0.516

6 0.596 0.224 0.157 0.052 0.426 2.202 0.057 0.927 0.132 1.0257
0.782 0.146 0.126 0.128 0.484 0.467 0.186 0.474 0.157 0.1418 0.447
0.098 0.202 0.249 0.032 2.192 0.160 1.260 0.099 0.3049 0.328 0.165
0.237 0.018 0.453 1.593 0.208 0.087 0.001 0.341

10 0.586 0.232 0.044 0.094 0.355 2.681 0.089 0.114 0.072 0.22311
0.623 0.057 0.207 0.111 0.581 0.475 0.052 0.369 0.027 0.61112 0.141
0.167 0.185 0.157 0.103 0.531 0.112 0.279 0.119 0.71513 0.596 0.095
0.239 0.123 0.063 1.127 -0.058 0.631 0.176 0.49414 0.453 0.211
0.081 0.013 0.259 0.542 0.165 0.753 0.105 0.26215 0.781 0.036 0.048
0.112 0.103 1.659 0.181 0.425 0.077 0.96416 0.129 0.065 0.112 0.016
0.347 2.166 0.113 0.378 0.228 0.35317 0.168 0.114 0.070 0.066 0.474
1.031 0.137 0.876 0.065 0.49618 0.287 0.079 0.148 0.108 0.217 1.101
0.189 0.332 0.136 0.24519 0.181 0.141 0.229 0.054 0.264 2.615 0.071
0.373 0.011 0.87620 0.424 0.154 0.095 0.147 0.494 1.115 0.105 0.349
0.241 1.02221 0.648 0.045 0.121 0.220 0.221 1.596 -0.008 0.903
0.181 0.71022 0.293 0.124 0.271 0.048 0.344 0.533 0.235 1.019 0.160
0.98623 0.289 0.191 0.110 0.085 0.143 2.653 0.187 0.769 0.154
0.59224 0.738 0.042 0.192 0.006 0.554 2.704 0.129 1.063 0.111
0.31625 0.327 0.057 0.010 0.355 0.487 2.216 0.081 0.791 0.131
0.893

E % 7.88 32.86 15.61 59.93 13.43 3.23 46.24 23.21 29.41
16.52
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exhibits most of the main peak maxima of the known pure
data(compare with Fig. 1). Often, other knowledge of the system
isrequired to produce better reconstructions of individual
spectra.The reason why concentration predictions work
significantlybetter than spectral reconstruction is that, for most
compounds,there are characteristic regions of the spectrum where
there areprominent features. These parts of the spectra for
individualcompounds will be predicted well, and will
disproportionatelyinfluence the effectiveness of the method for
determiningconcentrations.

MLR predicts concentrations well in this case because
allsignificant compounds are included in the model, and so thedata
are almost completely modelled. If we knew of only a fewcompounds,
there would be much poorer predictions. Considerthe situation in
which only pyrene, acenaphthene and anthra-cene are known. The C
matrix now has only three columns, andthe predicted concentrations
are given in Table 8. The errors are,as expected, much larger than
those of Table 7. The absorbancesof the remaining seven compounds
are mixed up with those of the three modelled components. This
problem could beovercome if some characteristic wavelengths or
regions of thespectrum at which the selected compounds absorb most
strongly(see Section 2.2.2) are identified, or if the experiments
weredesigned so that there are correlations in the data, or even by
a

number of methods for weighted regression, but the need tomodel
all significant absorbants is a major limitation of MLR.

The approach described above is related to classical
calibra-tion, but it is also possible to envisage an inverse
calibrationmodel since

C = X . B

However, unlike in Section 2.2.2, there are now morewavelengths
than samples or components in the mixture. Thematrix B would be
given by

B = ( X A. X )2 1 . X A . C

as above. A problem with this approach is that the matrix ( X A
X )is now a large matrix, with 131 rows and 131 columns,compared
with the matrices used above which have ten rowsand ten columns
only. If there are only ten components in amixture, the matrix X A
X only has ten degrees of freedom andmay not have an inverse
because there will be strongcorrelations between wavelengths. In
practice because of noiseand unknown interferents an inverse can
often be computed, butis not very meaningful. The determinant of
the matrix X A X willbe very small, and factors such as noise will
influence theanswer. This use of the inverse of X A X is only
practicable if: (1)the number of experiments and wavelengths are at
least equal tothe number of components in the mixture and (2) the
number of experiments is at least equal to the number of
wavelengths.

Condition 2 either requires a large number of extra experi-ments
or a reduction to 25 wavelengths. There have been anumber of
algorithms that have been developed to reduce thewavelengths to the
most significant ones, so enabling inversemodels to be used, but
there is no real advantage over classicalmodels unless very
specific information is available about errordistributions.

2.3 Principal components regression

MLR-based methods have the disadvantage that all
significantcomponents must be known. PCA (principal
componentsanalysis)-based methods do not require details of all
compo-nents, although it is necessary to make a sensible estimate
of how many significant components characterise a mixture, butnot
necessarily their chemical identities.

2.3.1 Principal components analysis. There are innumer-able
excellent descriptions of the mathematical basis of PCA 26 2 30 and
this article will provide only a general overview.It is important,
first, not to be confused between algorithmswhich are a means to an
end, and the end in itself. There areseveral PCA algorithms of
which NIPALS (described inAppendix A2.1) and SVD are two of the
most common. If correctly applied, they will both lead to the same
answer (withincomputer precision), the best approach depending on
factorssuch as computing power and the number of components to
becalculated.

PCA decomposes an X matrix into two smaller matrices, oneof
scores ( T ) and the other of loadings ( P ) as follows

X = T . P

as illustrated symbolically in Fig. 6.The scores matrix has the
following properties:1. The number of rows equals the number of
rows in the

original data matrix, usually the number of samples.2. The
number of columns equals the number of significant

factors in the data, and can be any number from 1 upwards.

Ideally it equals the number of compounds in the originaldataset
but noise and spectral similarity combine to distort thisnumber.
Each column corresponds to a principal component.

3. The sum of squares of the elements of each column of
thescores matrix relates to a number called the eigenvalue, and
is

Fig. 5 Spectra as predicted by MLR.

Table 8 Predictions by MLR when only three compounds are
known

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth

1 0.542 0.145 0.1552 0.401 0.182 0.3333 0.226 0.269 0.1284 0.759
0.015 0.2295 0.750 0.104 0.209

6 0.483 0.168 0.2837 0.874 0.053 0.0008 0.468 0.251 0.0849 0.335
0.130 0.212

10 0.479 0.366 2 0.05411 0.743 2 0.082 0.23212 0.213 0.013
0.22713 0.458 2 0.004 0.20814 0.432 0.090 0.05315 0.823 0.013
0.18816 0.021 0.262 0.14817 0.258 0.160 0.12518 0.333 0.116 0.10119
0.091 0.190 0.34520 0.503 0.082 0.22121 0.653 0.098 0.13722 0.368 2
0.071 0.42523 0.190 0.324 0.14024 0.616 0.228 0.17525 0.562 0.306
0.054

E % 28.01 115.74 61.89

Analyst , 2000, 125 , 2125 2154 2133

View Article Online

http://dx.doi.org/10.1039/b003805i
	
8/11/2019 calibracion multivariante.pdf

10/30

often given as a definition of the eigenvalue. The larger
theeigenvalue the more significant the component. The
principalcomponents are calculated in order of significance.

The loadings matrix has the following properties:1. The number
of columns equals the number of columns in

the original data matrix, usually the number of detectors,
orwavelengths in this case study.

2. The number of rows equals the number of significantfactors in
the data. Each row corresponds to a principalcomponent.

3. The sum of squares of the elements of each column
equals1.

Hence each principal component, a , is characterised by: (1)
ascores vector ta being the a th column of T , (2) a loadings
vector

pa being the a th row of P ; and (3) an eigenvalue ga which
may

be defined by g t a iai

I

=

=

21

.

The sum of eigenvalues over all significant componentsshould
equal approximately the sum of squares of the originaldata, and
will never be more than this number.

Principal components (PCs) are often presented geometri-cally.
Spectra can be represented as points in J -dimensionalspace where
each of the J -axes represents the intensity at eachwavelength.
Hence in case study 1, each spectrum an berepresented by a point in
131-dimensional space The dataset canbe represented by 25 such
points, and the pattern formed in thisnew space indicates
information about the data.

The first PC can be defined as the best fit straight line in
thismulti-dimensional space. The scores represent the distancealong
this line, and the loadings the direction (angle) of thestraight
line. If there is only one compound in a series of spectra,all the
spectra will fall approximately on the straight line, sincethe
intensity of each spectrum will relate directly to concentra-tion.
This distance is the score of the PC. If there are two

components, ideally two PCs will be calculated, and
represent-ing the axes of a plane. For ten compounds, ideally ten
PCs arecalculated to give a ten-dimensional subspace of the
original131 dimensional space (in this case).

Another important property of PCs is often loosely
calledorthogonality . Numerically this means that

t t iai

I

ib

=

=1

0

and

p paj j

I

bj

=

=1

0

or ta . tb = 0 and pa . p b = 0 for two components a and b
usingvector notation. Some authors state that principal
componentsare uncorrelated . Strictly speaking this property
depends ondata preprocessing, and is only true if the variables
have been

centred (down each column) prior to PCA. We will, however,use
the terminology orthogonality to refer to these
propertiesbelow.

PCA can be used to reduce the number of original variablesto a
few reduced variables or PCs, by keeping only the largestor most
significant PCs; methods for selecting how manycomponents to keep
are discussed in Section 3. In case study 1an ideal situation would
be to reduce the 131 wavelengths to tenPCs. There are a variety of
methods of data preprocessing orscaling (such as centring and
standardisation) that are some-times used, 20 but below we use the
raw data directly. The scoresof the first ten PCs are given in
Table 9 . Using ten PCs impliesthat up to ten distinct compounds
are in the mixture, but, unlikein MLR it is not necessary to know
the concentrations of allthese components in advance, only those of
the calibrants. Thisproperty, of course, allows chemometric
techniques to beemployed in situations where only one or two
compounds are of interest, for example measuring the concentration
of chloro-phyll in pigment extracts of plants, or the concentration
of anutrient in a food sample. There may be a dozen or morechemical
components in the mixture, most of which areunknown or of no
interest. Hence it is desired only to calibrateagainst the known
compound.

2.3.2 Regression techniques. Principal components aresometimes
called abstract factors, and are primarily mathemat-ical entities.
In multivariate calibration the aim is to convertthese to compound
concentrations. PCR uses regression(sometimes called transformation
or rotation) to convert PCscores onto concentrations. This process
is often loosely calledfactor analysis, although terminology
differs according toauthor and discipline.

If cn is a vector containing the known concentration of compound
n in the spectra (25 in this instance), then the PCscores can be
related as follows:

cn T . r n

where r n is a column vector whose length equals the number of
PCs calculated, sometimes called a rotation or
transformationvector. Ideally the length of r n should be equal to
the number of compounds in the mixture ( = 10). The vector for
pyrene ispresented in Table 10 and can be obtained by using the
pseudo-inverse of T ,

r n = (T A. T )2 1 . T A. cn

In practice, the number of compounds in a series of mixtures
isnot always known in advance. In a complex naturally
occurringmixture it may often be impossible to determine how
manysignificant compounds are present, and even if this is known
thenumber of significant principal components is often much
lessthan the true number of compounds present due to
spectralsimilarity, noise, correlations in concentrations and so
on.Hence the number of columns in T can vary. The predictions
asmore PCs are employed will be closer to the true values.

There are a number of methods for determining how good
thepredictions are. Most use the calibration of predictions of

concentration, on the c (or according to some authors y) block
of data. These methods have been briefly introduced in the
contextof MLR, but when performing PCR there are a large number of
methods for calculating errors, so we will expand on thetechniques
in this section.Fig. 6 Principles of PCA.
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The simplest method is to determine the sum of square of
residuals between the true and predicted concentrations

S c cc in ini

I

= -

=

( ) 21

where

c t r in iaa

A

an=

=

1

for compound n using a principal components. The larger
thiserror, the worse the prediction, and the error reduces as
morecomponents are calculated.

Often the error is reported as a root mean square error

E

c c

I aS I a

in in

i

I

c=

-

-= -=

( ) /( )

2

1

Notice that, strictly, the error should be divided by I 2 a
ratherthan I (for uncentred data) to account for the loss of
degrees of freedom as successive components are calculated.
Someinvestigators, do, however use simply the number of spectra
andneglect to adjust for the number of PCs. Provided that I
isconsiderably larger than a this adjustment is not very
im-portant.

This error can also be reported as a percentage,

E % = 100 E / cn

where cn is the mean concentration.It is also possible to report
errors in terms of quality of

modelling of spectra (or chromatograms), often called the xblock
error.

The quality of modelling of the spectra using PCA (the
xvariance) can likewise be calculated as follows:

S x x x ij ij j

J

i

I

= -

==

( ) 211

where

x t pij ia aja

A

=

=

1

However, this error also can be expressed in terms of
eigenvalues or scores, so that

S x g x t x ij aa

A

j

J

i

I

ij ia

i

I

a

A

j

J

i

I
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=== ==== 2

111
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1111

for A principal components.These can be converted to root mean
square errors as

above,

E S I J x= / .

Notice that it is normal to divide by I.J (=40 3 51 = 2040)
inthis case rather than adjusting for the degrees of freedombecause
I.J is a comparatively large number; however, it isnecessary to
check each author and software package verycarefully before
reporting results.

The percentage root mean square error may be defined by
(foruncentred data)

E % = 100 E / x

Note that if x is centred, the divisor is usually defined by

j

J

i

I

ij j x x

I J ==

-11

2( )

.where x j is the average of all the

measurements for the samples for variable j: obviously there
areseveral other ways of defining this error; again each
investigatorhas his or her own favourites.

Note that the x block error depends only on how many PCshave
been used in the model, but the error in the c block dependsalso on
the specific compound, there being a differentpercentage error for
each compound in the mixture. For 0 PCs,the estimates of the PCs
and concentrations are simply 0 (or themean if the data have been
centred). The graphs of errors for

Table 9 Scores for ten PCs for the dataset of case study 1

Spectrum PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 PC9 PC10

1 6.066 0.032 0.098 2 0.002 0.048 0.037 0.011 0.003 0.033 2
0.0032 8.040 2 0.155 2 0.481 2 0.001 0.069 0.007 2 0.051 0.016
0.077 2 0.0053 6.261 2 0.064 0.261 2 0.212 2 0.373 0.086 2 0.080
0.043 0.025 2 0.0154 5.877 0.606 0.119 0.061 0.117 0.120 2 0.007 2
0.012 2 0.031 2 0.0265 6.928 0.072 0.012 0.399 0.164 0.009 2 0.009
0.069 0.037 0.0166 7.587 0.101 2 0.188 2 0.075 2 0.042 2 0.044 2
0.017 2 0.026 2 0.096 0.0097 4.320 0.373 0.667 2 0.148 0.214 0.002
0.023 0.073 0.008 0.0108 6.491 2 0.290 0.302 0.296 2 0.161 0.026
0.035 2 0.023 0.024 2 0.0809 5.651 2 0.117 2 0.295 2 0.145 0.182
0.166 0.018 0.014 0.020 0.013

10 6.657 2 0.979 0.360 0.053 0.157 0.090 2 0.005 0.022 2 0.060
0.04111 4.442 0.845 0.051 2 0.209 0.226 0.055 2 0.072 2 0.037 0.005
0.01512 3.612 0.542 2 0.083 0.213 2 0.265 0.092 0.045 0.020 0.000
0.02113 4.144 0.493 0.005 0.354 2 0.119 2 0.077 2 0.100 0.042 2
0.039 2 0.00314 3.657 0.163 0.287 2 0.152 0.014 0.000 0.071 0.057 2
0.051 2 0.02115 5.666 0.200 2 0.042 0.294 0.356 2 0.089 0.079 2
0.078 0.013 0.00916 5.566 2 0.582 2 0.277 2 0.158 2 0.129 2 0.146
0.009 0.059 0.028 0.03617 4.775 0.039 0.067 2 0.412 2 0.087 0.001
0.042 2 0.026 2 0.009 2 0.02218 4.174 2 0.034 0.069 0.035 2 0.011
0.000 0.049 0.040 0.047 0.00719 7.023 2 0.269 2 0.691 0.090 2 0.057
0.104 2 0.027 2 0.046 2 0.036 0.00820 5.735 0.458 0.073 2 0.105 2
0.130 2 0.083 0.021 2 0.001 2 0.002 0.078

21 5.620 0.277 0.297 0.190 2 0.071 2 0.118 2 0.059 2 0.019 2
0.012 2 0.01122 5.266 0.999 2 0.461 2 0.158 2 0.137 2 0.048 0.081
0.013 0.004 2 0.02623 7.060 2 0.677 2 0.117 0.115 2 0.143 2 0.025
0.076 0.011 2 0.037 2 0.00924 7.805 2 0.411 2 0.118 2 0.289 0.293 2
0.129 2 0.056 0.007 2 0.005 2 0.05525 7.332 2 0.243 0.523 2 0.076 2
0.193 2 0.009 2 0.005 2 0.138 0.045 0.028
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both the concentration estimates of pyrene and spectra
asincreasing numbers of PCs are calculated are given in Fig.
7.Although the x error graph declines steeply, which might
falselysuggest only a small number of PCs are required for the
model,the c error graph exhibits a much gentler decline.
Somechemometricians prefer to plot the graph of variances ;
theseare the mean square error if the data have been centred,
andthese graphs are presented either as percentage
varianceremaining (or explained by each PC) or, for the x block,
byeigenvalues. Fig. 8 shows how the prediction for pyrene
fordataset A of case study 1 improves with increasing PCs.

If the concentration of some or all the compounds are knownPCR
can be extended simply by replacing the vector ck with amatrix C ,
each column corresponding to a compound in themixture, so that

C T . R

so that

R = (T A. T )2 1 . T A. C

The number of PCs must be at least equal to the number of
compounds of interest in the mixture. If the number of PCs
andnumber of significant compounds in the mixture are equal,
sothat, in this example, T and C are 25 3 10 matrices, then R is
asquare matrix and

X = T.P = T.R.R. 2 1 .P = C. S

hence, by calculating R2 1 .P it is possible to determine
theestimated spectrum of each individual component withoutknowing
this information in advance, and by calculating T.Rconcentration
estimates can be obtained Table 11. provides theconcentration
estimates using PCR with ten significant compo-

nents. The percentage mean square error of prediction
(equal-ling the square root sum of squares of the errors of
predictiondivided by 15 the number of degrees of freedom which
equals25 10 to account for the number of components in the
model,and not by 25) for all ten compounds is also presented, and,
onthe whole, is slightly better than that using MLR.

2.4 Partial least squares

PLS is often regarded as the major regression technique
formultivariate data. In fact in many cases it is applied
in-appropriately and is not justified by the data. In areas
outsidemainstream analytical chemistry such as QSAR, or
evenbiometrics and psychometrics, PLS certainly is an
invaluabletool, because the underlying factors have little or no
physicalmeaning so a linearly additive model in which each
underlyingfactor can be interpreted chemically is not expected.
Inspectroscopy or chromatography we usually expect
linearadditivity, and this is especially the case in analytical
chemistrycalibration. Nevertheless, PLS can be a useful tool when
thereis partial knowledge of the data, an excellent example being
themeasurement of protein in wheat by NIR spectroscopy. 6,7

Under such conditions, the model will be obtained from a
seriesof wheat samples, and PLS will try to use typical features in
thisdataset to establish a relationship with the known amount of
protein. Unlike MLR it does not require an exact model of
allcomponents in the data. PLS models can be very robustprovided
that future samples contain similar features to the

Table 10 Rotation vector for pyrene

0.0760.209

0.3090.2910.830

2 0.5172 0.395

0.8782 1.2292 0.363

Fig. 7 Error for PCR estimates of pyrene as increasing number of
components are employed.

Fig. 8 Predicted concentrations for pyrene using PCR as one,
five and tenprincipal components are calculated.
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original data, but predictions are essentially statistical.
Anexample might be the determination of vitamin C in orange juices
using spectroscopy: a very reliable PLS model could beobtained
using orange juices from a particular region of Spain,but what if
some Brazilian orange juice is included? There is noguarantee that
the model will perform well on the new data, asthere may be
different spectral features. The originators of PLSare well aware
of the shortcomings as well as the successes of the method, but it
is important for the analytical chemist to bevery alert to
potential pitfalls.

One important practical aspect of PLS is that it takes
intoaccount errors both in the concentration estimates and
spectra.A method such as PCR will assume that the
concentrationestimates are error free. Much traditional statistics
rest on thisassumption, that all errors are in the dependent
variables(spectra). If in medicine it is decided to determine
theconcentration of a compound in the urine of patients as
afunction of age, it is assumed that age can be estimated
exactly,the statistical variation being in the concentration of
acompound and the nature of the urine sample. Yet in chemistrythere
are often significant errors in sample preparation, forexample,
accuracy of weighings and dilutions and so theindependent variable
(c) in itself also contains errors. Withmodern spectrometers, these
are sometimes larger than spectro-scopic errors. One way of
overcoming this difficulty is to try tominimise the covariance
between both types of variables,namely the x (spectroscopic) andc
(concentration) variables.

2.4.1 PLS1 method. The most widespread approach is oftencalled
PLS1. Although there are several algorithms, the mainones being due
to Wold14 and Martens,31 the overall principlesare straightforward.
Instead of modelling exclusively the xvariables, two sets of models
are obtained, of the form

X = T.P + E

c = T.q + f

where q is analogous to a loadings vector, although is
notnormalised. These matrices are represented in Fig. 9. Hence
the

product ofT and P approximates to the spectral data and
theproduct of T and q to the true concentrations. An
importantfeature of PLS is that it is possible to obtain a scores
matrix thatis common to both the concentrations (c) and
measurements ( x).The sum of squares of the scores of each
successive componentis often called an eigenvalue, note that the
PLS eigenvalues willnot be the same as the PCA eigenvalues, and
depend both on the

x and c blocks.There are a number of alternative ways of
presenting the PLS

regression equations in the literature, all, in practice,
equivalent.In the models above, there are three arraysT , P and q
and aconventional analogy to PCA sets P as a matrix, each of
whoserows has a sum of squares equal to 1. From this the
magnitudeof T follows, which determinesq. Some packages calculate
avector proportional toq, which is also normalised, in analogy toa
loadings vector. In such a situation, the second equationbecomes a
product of three arrays, the first one proportional toT , the
second one a diagonal matrix consisting of scalingfactors, and the
third one a normalised vector proportional toq.It is also possible
to convert both equations to products of threearrays, but the
models used in this paper have the simplicity of a single scores
matrix, with the disadvantage of a vectorq thatis not
normalised.

For a dataset consisting of 25 spectra observed at
131wavelengths, for which eight PLS components are calculated,there
will be: aT matrix of dimensions 253 8; a P matrix of dimensions 83
131; an E matrix of dimensions 253 131; a qvector of dimensions 83
1 and an f vector of dimensions 2531.

Each successive PLS component approximates both theconcentration
and spectral data better. For each component,there will be a:
spectral scores vector t; spectral loadings vector

p and concentration loadings scalarq.The approximation to the
concentration as successive PLS

components are calculated is simply the sum of t.q for
eachsuccessive component. This approach is possible in PLS1because
each successive component is orthogonal.

In case study 1, there are ten compounds, so it is possible
toperform PLS1 separately on each of the ten compounds. In eachcase
it is possible compute several PLS components, if 15 were

Table 11 Predictions of concentrations using PCR and ten
significant components as discussed in Section 2.3.2

Polyarene conc./mg L2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.475 0.108 0.185 0.150 0.374 1.644 0.156 0.532 0.110 0.4942
0.422 0.054 0.322 0.132 0.465 2.712 0.161 0.473 0.146 0.6313 0.170
0.175 0.274 0.191 0.559 1.657 0.081 0.824 0.153 0.2074 0.700 0.178
0.244 0.160 0.346 1.114 0.126 0.788 0.050 0.6785 0.803 0.131 0.283
0.163 0.214 2.132 0.163 0.279 0.188 0.537

6 0.601 0.201 0.162 0.085 0.424 2.214 0.073 0.951 0.139 1.0037
0.786 0.144 0.115 0.140 0.466 0.482 0.150 0.520 0.158 0.1858 0.428
0.118 0.193 0.195 0.066 2.160 0.167 1.103 0.078 0.3199 0.311 0.122
0.202 0.107 0.410 1.654 0.148 0.190 0.034 0.467

10 0.590 0.213 0.047 0.120 0.332 2.701 0.079 0.219 0.087 0.22211
0.610 0.077 0.191 0.109 0.571 0.488 0.072 0.393 0.046 0.67112 0.147
0.158 0.203 0.139 0.110 0.523 0.107 0.288 0.108 0.65413 0.587 0.116
0.240 0.086 0.099 1.120 2 0.011 0.537 0.160 0.49014 0.459 0.165
0.077 0.075 0.239 0.565 0.119 0.793 0.114 0.26915 0.765 0.030 0.055
0.094 0.118 1.653 0.179 0.373 0.072 0.93416 0.136 0.058 0.102 0.037
0.351 2.146 0.103 0.320 0.223 0.38917 0.176 0.102 0.075 0.087 0.465
1.021 0.126 0.883 0.072 0.46818 0.285 0.075 0.132 0.111 0.218 1.106
0.151 0.294 0.129 0.30119 0.198 0.141 0.229 0.084 0.253 2.626 0.072
0.415 0.034 0.87820 0.421 0.142 0.114 0.122 0.513 1.108 0.120 0.327
0.221 0.96021 0.657 0.094 0.159 0.130 0.267 1.541 0.061 0.804 0.158
0.58222 0.313 0.109 0.253 0.088 0.331 0.541 0.187 1.008 0.158
1.03223 0.312 0.171 0.109 0.103 0.141 2.661 0.148 0.771 0.142
0.58224 0.750 0.049 0.170 0.052 0.528 2.723 0.118 1.115 0.126
0.38525 0.304 0.094 0.045 0.224 0.556 2.181 0.140 0.626 0.090
0.776

E % 7.61 29.52 18.39 42.46 9.52 3.18 38.75 20.15 25.12 19.36
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calculated for each compound, there will be 150 PLS compo-nents
in total.

In most implementations of PLS it is conventional to centreboth
the x and c data, by subtracting the mean of each columnbefore
analysis. In fact, there is no general scientific need to dothis.
Many spectroscopists and chromatographers perform PCAuncentred;
however, many early applications of PLS ( e.g.outside chemistry)
were of such a nature that centring the datawas appropriate. Much
of the history of PLS in analyticalchemistry relates to
applications in NIR spectroscopy, wherethere are specific
spectroscopic problems, such as due tobaselines, which, in turn
would favour centring. However, asgenerally applied to analytical
chemistry, uncentred PLS isperfectly acceptable. Below, though, we
review the mostwidespread implementation for the sake of
compatibility withthe most common computational implementations of
themethod.

For a given compound, the remaining percentage error in the x
matrix for A PLS components can be expressed in a variety of ways
(see Section 2.3). Note that there are slight differencesaccording
to authors that take into account the number of degrees of freedom
left in the model. The predicted measure-ments simply involve
calculating X = T.P and adding on thecolumn averages where
appropriate, and error indicators in the

x block can be expressed identically with those for PCA and
canbe calculated, see Section 2.3.2. The only difference is that
eachcompound generates a separate scores matrix, unlike PCRwhere
there is a single scores matrix for all compounds in
themixture.

The concentration is predicted by

c t q cin ian ana

A

i= +

=

1

or, in matrix terms

c n = T n q n + c nwhere cn is a vector of the average
concentration. Hence thescores of each PLS component are
proportional to thecontribution of the component to the
concentration estimate.The method of the concentration estimation
for two PLScomponents and pyrene is presented in Table 12.

The mean square error in the concentration estimate can
becomputed just as in PCR, although the value of c in will differ.
Itis also possible to provide a number of equivalent equations
forthis error using t and q which are left to the reader. In the
caseof the concentration estimates, it is usual to adjust the sum
of squares according to the number of PLS components, becausethis
number is often similar in magnitude to the number of objects in
the dataset; for example, there are 25 spectra in casestudy 1, but
we might want to look at the error when ten PLScomponents are
calculated. These error terms will also bediscussed in Section 3.1.
Note an interesting difference betweenthe conventional equations
for errors in the x and c data blocks:in the former the mean is
subtracted from the overall sum of

squares since the data are usually mean-centred prior to
PLS,whereas for the latter the raw data are usually used as the
meanconcentration is generally added back on to the data
sopredictions are expressed in the original concentration
units.

These calculations are illustrated for pyrene. Table 13 is of
the first 15 eigenvalues for PLS1 using pyrene as the calibrant.The
total sum of squares of the mean centred spectra is 50.522,hence
the first two eigenvalues account for100x(38.578+6.269)/50.522 =
88.77% of the overall sum of squares, giving a root mean square
error after two PLScomponents have been calculated of

( . . . ) / . . %.50 522 38 578 6 269 50 522 33 51- - =

Table 14 is of the concentration predictions using
twocomponents. The sum of squares of the errors is 0.376.
Dividingthis by 22 and taking the square root leads to a root mean
squareerror of 0.131 mg L 2 1 . The average concentration of pyrene
is0.456 mg L 2 1 . Hence the percentage root mean square error
is28.81%.

It is important to recognise that the percentage error of
prediction in concentration may be different to the percentageerror
of prediction of the original spectra.

Fig. 9 Principles of PLS1.

Table 12 Calculation of concentration using two PLS components
forpyrene and case study 1, dataset A. Note that the concentration
estimated ismean-centred

Component1scores

q = 0.0607;conc. est.(t i1 q)

Component2scores

q = 0.318;conc. est.(t i2 q)

Centredconc. est.(t i1 q + t i2 q)

0.333 0.020 0.127 0.040 0.0601.999 0.121 2 0.301 2 0.096
0.0260.147 0.009 2 0.352 2 0.112 2 0.1030.570 0.035 0.775 0.246
0.2811.504 0.091 0.529 0.168 0.2591.743 0.106 0.011 0.004 0.109

2 0.881 2 0.053 0.869 0.276 0.2230.679 0.041 2 0.020 2 0.006
0.035

2 0.428 2 0.026 2 0.370 2 0.118 2 0.1440.659 0.040 2 0.389 2
0.124 2 0.084

2 0.894 2 0.054 0.759 0.241 0.1872 2.335 2 0.142 2 0.091 2 0.029
2 0.1712 1.511 2 0.092 0.277 0.088 2 0.0042 2.159 2 0.131 0.021
0.007 2 0.124

0.305 0.019 0.605 0.192 0.2112 1.028 2 0.062 2 1.109 2 0.352 2
0.4152 1.364 2 0.083 2 0.402 2 0.128 2 0.2112 1.813 2 0.110 2 0.242
2 0.077 2 0.187

0.601 0.037 2 0.833 2 0.265 2 0.2280.032 0.002 0.247 0.079
0.0800.130 0.008 0.484 0.154 0.162

2 0.544 2 0.033 0.184 0.058 0.0250.728 0.044 2 0.765 2 0.243 2
0.199

1.933 0.117 2 0.124 2 0.039 0.0781.592 0.097 0.110 0.035
0.132

Table 13 First 15 eigenvalues using PLS1 for pyrene and case
study 1

38.5786.2692.5631.6970.6240.5360.0810.0480.01460.0261

0.02470.01590.00940.00260.0056
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The root mean square percentage errors for modelling bothspectra
and concentrations of pyrene are presented in Fig. 10.Often these
are plotted using a logarithmic scale for clarity.Fourteen
components are required to obtain an error of prediction of
concentration of less than 1%, whereas only 21 areneeded to reach
this for the spectral data. It is important to noticethat there is
not a sharp cut-off at ten components. If the numberof compounds in
the mixture spectra are unknown, it would notbe at all obvious how
complex the mixture is. Below we willdiscuss methods for
determining the optimum number of components. The prediction error
for pyrene using PLS1 and tensignificant components, in this case,
is considerably better thanthat using PCR, 3.40% as opposed to
7.61%. However, theseraw errors are not always very useful
indicators.

Fig. 11 represents the same data for acenaphthylene. Whereasthe
x block modelling error is fairly similar to that of pyrene,
theconcentration is modelled much less well, a consequence of
thesubstantial spectral overlap and lack of significant
features.

The errors using ten PLS components are summarised inTable 15,
and are better than PCR in this case. There is,however, an
important philosophical consideration about whatis a better
prediction; although the measured c or concentrationvariables are
obtained with greater accuracy, it is essential torecognise that
there could be errors, in turn, in these concentra-

tion measurements, so PLS could simply be predicting
poorerconcentration estimates more accurately because the
algorithmtakes into account the c as well as x values. There is no
easyanswer.

2.4.2 PLS2 method. An extension to PLS1 was suggestedsome 15
years ago, often called PLS2. In fact there is littleconceptual
difference, except that the latter allows the use of a

concentration matrix, C rather than concentration vectors
foreach individual compound in a mixture, and the algorithm
(seeAppendix A2.2) is iterative. The equations above are
alteredslightly in that Q becomes a matrix not a vector. The number
of columns in C and Q are equal to the number of compounds of
interest. PLS1 requires one compound to be modelled at a
time,whereas in PLS2 all known compounds can be included in
themodel.

It is a simple extension to predict all the
concentrationssimultaneously, the PLS2 predictions, together with
root meansquare errors being given in Table 16. Note that there is
nowonly one set of scores and loadings for the x
(spectroscopic)dataset, and one set of eigenvalues common to all
tencompounds. However, the concentration estimates are
different

when using PLS2 to PLS1. In this way PLS differs from PCRwhere
it does not matter if each variable is modelled separatelyor all
together. The reasons are rather complex but relate to thefact that
for PCR the principal components are calculatedindependently of how
many concentration variables are used inthe regression; however,
the PLS components are influenced bythe concentration variable.

In some cases PLS2 is helpful, especially since it is easier
toperform computationally. Instead of obtaining ten
independentmodels, one for each PAH, in this example, we can
analyse allthe data in one go. However, in many situations
PLS2concentration estimates are, in fact, worse than PLS1
estimates,so a good strategy might be to perform PLS2 as a first
step,which could provide further information such as
whichwavelengths are significant and which concentrations can
bedetermined with a high degree of confidence, and then performPLS1
individually for the most appropriate compounds.

2.5 Multiway methods

Two way data such as DAD-HPLC, LC-MS and LC-NMR areincreasingly
common in analytical chemistry, especially withthe growth of
coupled chromatography. Conventionally either aunivariate parameter
( e.g. a peak area at a given wavelength)(methods of Section 2.1)
or a chromatographic elution profile ata single wavelength (methods
of Sections 2.2 2.4) is used forcalibration, allowing the use of
standard regression techniquesdescribed above. However, additional
information has beenrecorded for each sample, often involving both
an elution

Table 14 Concentration predictions (in mg L 2 1) for pyrene
together withassociated errors after two PLS components have been
computed. Note thatthe mean has now been added back to the data

Prediction Error

0.516 0.0600.482 0.0260.353 0.2010.737 2 0.0230.715 2 0.0450.565
2 0.0430.679 2 0.0810.491 0.0350.312 0.0080.372 2 0.2360.643
0.0350.285 0.1330.452 2 0.1560.332 2 0.1240.667 2 0.0930.041 2
0.1110.245 0.0930.269 2 0.0350.228 0.0760.536 0.0800.618 0.0100.481
0.1770.257 2 0.0470.534 2 0.226

0.588 0.284

Fig. 10 Root mean square errors for prediction of spectra and
concentra-tion of pyrene using PLS1 as successive number of
components areemployed.

Fig. 11 Root mean square errors for prediction of spectra and
concentra-tion of acenaphthylene using PLS1 as successive number of
components areemployed.
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profile and a spectrum. A series of two way chromatograms
areavailable, and can be organised into a three-way array
oftenvisualised as a box. Each level of the box consists of a
singlechromatogram. Sometimes these three-way arrays are
calledtensors but tensors often have special properties in
physicswhich are unnecessarily complex and confusing to the
chem-ometrician. We will refer to tensors only where it
helpsunderstand the existing methods.

Enhancements of the standard methods for multivariatecalibration
are required. Although it is possible to use methodssuch as three-
way MLR, most chemometricians have concen-

trated on developing approaches based on PLS, which we willbe
restricted to below. The data will be illustrated using casestudy
2.

2.5.1 Unfolded calibration. One of the simplest methods isto
create a single, long, data matrix from the original three
waytensor. In case study 2, we take 14 samples each recorded at
40elution times and 51 wavelengths, arranged as a 14 3 40 3
51tensor. It is possible to change the shape so that each
individualtime/wavelength combination is a single variable, for
example,the intensity at 242.4 nm and 9 s is represented by a
single vector

Table 15 Prediction of concentrations for the ten PAHs, using
PLS1, and ten PLS components

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.438 0.133 0.158 0.123 0.340 1.636 0.118 0.614 0.116 0.6012
0.462 0.043 0.282 0.210 0.447 2.709 0.116 0.382 0.153 0.7493 0.155
0.195 0.280 0.162 0.559 1.623 0.083 0.813 0.160 0.1874 0.729 0.183
0.219 0.195 0.336 1.108 0.115 0.781 0.042 0.7615 0.788 0.170 0.279
0.114 0.222 2.119 0.165 0.182 0.169 0.5486 0.608 0.211 0.175 0.059
0.452 2.168 0.055 0.811 0.116 0.9317 0.760 0.113 0.119 0.168 0.439
0.552 0.176 0.620 0.197 0.1748 0.471 0.086 0.229 0.174 0.114 2.124
0.129 0.985 0.038 0.1809 0.305 0.158 0.230 0.033 0.449 1.611 0.194
0.180 0.022 0.370

10 0.605 0.169 0.050 0.159 0.334 2.732 0.053 0.200 0.084 0.21011
0.625 0.028 0.228 0.130 0.575 0.512 0.051 0.402 0.037 0.54812 0.155
0.156 0.179 0.189 0.099 0.539 0.095 0.289 0.119 0.73613 0.591 0.115
0.275 0.045 0.122 1.094 0.030 0.560 0.151 0.38814 0.471 0.203 0.060
0.051 0.232 0.526 0.125 0.779 0.084 0.35115 0.755 0.038 0.057 0.081
0.113 1.630 0.155 0.415 0.073 0.93816 0.148 0.026 0.114 0.038 0.340
2.167 0.058 0.399 0.193 0.36417 0.157 0.094 0.050 0.115 0.447 1.047
0.072 0.973 0.081 0.57318 0.296 0.058 0.157 0.139 0.218 1.100 0.191
0.381 0.140 0.22019 0.151 0.118 0.221 0.088 0.219 2.695 0.088 0.613
0.056 0.93620 0.460 0.159 0.115 0.101 0.552 1.075 0.123 0.194 0.192
0.93521 0.609 0.080 0.111 0.188 0.216 1.615 0.041 1.015 0.203
0.76222 0.305 0.092 0.272 0.079 0.336 0.563 0.211 0.980 0.169
0.96223 0.303 0.179 0.117 0.134 0.122 2.693 0.205 0.794 0.188
0.550

24 0.756 0.076 0.170 0.036 0.551 2.691 0.166 1.049 0.130 0.37825
0.297 0.118 0.053 0.189 0.566 2.171 0.183 0.589 0.083 0.750

E % 3.403 10.950 4.496 11.638 2.675 1.582 14.857 5.821 9.328
3.643

Table 16 Prediction of concentration for the ten PAHs using
PLS2, and ten PLS components

Polyarene conc./mg L 2 1

Spectrum Py Ace Anth Acy Chry Benz Fluora Fluore Nap Phen

1 0.477 0.111 0.175 0.145 0.367 1.660 0.149 0.563 0.097 0.5202
0.434 0.071 0.313 0.116 0.475 2.701 0.156 0.402 0.139 0.6473 0.172
0.177 0.278 0.184 0.564 1.650 0.084 0.797 0.149 0.1874 0.701 0.185
0.231 0.159 0.344 1.121 0.119 0.767 0.046 0.7155 0.813 0.146 0.281
0.144 0.230 2.111 0.163 0.170 0.179 0.522

6 0.602 0.214 0.156 0.085 0.435 2.189 0.073 0.840 0.149 1.0117
0.785 0.138 0.119 0.133 0.464 0.486 0.152 0.541 0.145 0.1608 0.423
0.113 0.210 0.197 0.077 2.151 0.179 1.066 0.095 0.2719 0.310 0.115
0.216 0.109 0.413 1.648 0.155 0.201 0.040 0.430

10 0.590 0.213 0.044 0.125 0.332 2.700 0.076 0.214 0.088 0.23611
0.603 0.061 0.207 0.121 0.570 0.490 0.079 0.440 0.058 0.63512 0.151
0.158 0.197 0.142 0.105 0.531 0.101 0.329 0.108 0.68313 0.583 0.101
0.256 0.099 0.096 1.120 2 0.004 0.599 0.173 0.46214 0.463 0.168
0.071 0.079 0.236 0.568 0.115 0.813 0.118 0.30115 0.762 0.026 0.056
0.102 0.111 1.660 0.180 0.419 0.078 0.94416 0.135 0.044 0.113 0.039
0.350 2.160 0.103 0.383 0.218 0.36217 0.175 0.099 0.068 0.096 0.452
1.040 0.120 0.963 0.074 0.51018 0.282 0.058 0.149 0.114 0.213 1.114
0.159 0.376 0.129 0.25519 0.187 0.128 0.223 0.097 0.233 2.655 0.067
0.531 0.029 0.90720 0.429 0.154 0.110 0.113 0.527 1.088 0.117 0.226
0.218 0.96121 0.653 0.090 0.142 0.135 0.245 1.577 0.048 0.919 0.143
0.64222 0.311 0.109 0.258 0.082 0.337 0.533 0.193 0.966 0.156
1.00423 0.309 0.172 0.109 0.104 0.139 2.656 0.151 0.765 0.141
0.57724 0.749 0.052 0.170 0.051 0.529 2.719 0.121 1.100 0.132
0.38525 0.301 0.095 0.046 0.228 0.557 2.174 0.143 0.606 0.098
0.776

E % 7.398 26.813 12.068 42.827 7.495 2.711 36.921 10.768 30.415
13.640
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of length 14. This new matrix now contains 40 3 51 =
2040variables and is the unfolded form of the original data
matrix.This operation is illustrated in Fig. 12 .

It is now a simple task to perform PLS (or indeed any
othermultivariate approach), as discussed above. The 2040
variablesare centred and the prediction of the concentration of
3-hydrox-ypyridine when three PLS components are employed is given
inFig. 13. The error of prediction of the concentration of
3-hydroxypyridine is presented in Fig. 14 for increasing numberof
components. Notice that several graphs could be produced of the
effectiveness of the model, ranging from the eigenvalues(related to
the x variables), to the percentage prediction error inthe
concentration variables, and the percentage of the chromato-graphic
data modelled by each successive component. It isinteresting that
three PLS components appear to be required togive a good model,
even though there are only two compoundsin this region of the
chromatogram (the major one and theimpurity). There could be other
factors such as noise that aremodelled by these PLS components.

It is possible to improve the method by scaling the data, butit
is important to be very careful to think about the consequencesof
the various methods employed. It is sometimes possible toscale
first the two way data and then unfold. However, a finalcentring
should normally be performed on the unfolded matrix.In addition,
variable selection can have a significant influenceon the
effectiveness of unfolded PLS models, since not all the2040
variables are going to be particularly relevant orinformative.

2.5.2 Trilinear PLS1. Some of the most interesting theoret-ical
developments in chemometrics over the past few years havebeen in
so-called multiway or multimode data analysis. 32 35Many such
methods have been available for some years,especially in the area
of psychometrics, and a few do haverelevance to analytical
chemistry. It is important, though, not toget too carried away with
the excitement of these novel

theoretical approaches. Only limited data are of
sufficientquality and completeness for the application of
genuinemultiway methods, two main sources, in analytical
chemistrycalibration, being coupled chromatography and
fluorescenceexcitation emission spectroscopy. We will restrict the
discus-sion in this paper to trilinear PLS1, involving a three-way
xblock and a single c variable. If there are several
knowncalibrants, the simplest approach is to perform trilinear
PLS1individually on each variable.

Centring can be complex for three-way data, and there is
noinherent reason to do this, therefore, for simplicity, in
thissection no centring is used, so raw concentrations
andchromatographic/spectroscopic measurements are employed.

The experimental data of case study 2 can be considered to
be

arranged in the form of a cube, with three dimensions, I for
thenumber of samples, and J and K for the measurements. For
casestudy 2, there are: I = 14 samples; J = 40 sampling times
inHPLC and K = 51 wavelengths.

Trilinear PLS1 attempts to model both the x and c
blockssimultaneously. In this review we will illustrate the use
with thealgorithm of Appendix A2.4, based on methods proposed by
deJong 36 and Bro. 33

Superficially, trilinear PLS1 has many of the same objectivesas
normal PLS1, and the method is often represented dia-grammatically
as in Fig. 15, replacing squares or matrices byboxes or tensors,
and replacing, where necessary, the dotproduct ( .) by something
called a tensor product ( # ). In fact,as we shall see, this is an
oversimplification, and is not anentirely accurate description of
the method.

In trilinear PLS1, for each component it is possible
todetermine: a scores vector ( t), of length I or 14 in this
example;a weight vector, which has analogy to a loadings vector ( j
p) of length J or 40 in this example, referring to one of the
dimensions(e.g. time), whose sum of squares equals 1, and another
weightvector, which has analogy to a loadings vector ( k p) of
length K or 51 in this example, referring to the other one of
thedimensions ( e.g. wavelength) whose sum of squares also
equals1.

Superficially these vectors are related to scores and loadingsin
normal PLS, but in practice they are different, a key reasonbeing
that these vectors are not orthogonal in trilinear PLS1,influencing
the additivity of successive components. In thispaper, we keep the
notation scores and loadings, simply for thepurpose of
compatibility with the rest of this article.

In addition, a vector q is determined after each newcomponent,
by

q = (T A.T )2 1 .T A. c

so that

c = T.qor

c = T.q + f

where T is the scores matrix, whose columns consist of the

individual scores vectors for each component and has dimen-sions
I 3 A or 14 3 3 in this example, if three PLS componentsare
computed, and q is a column vector of dimensions A 3 1 or3 3 1.

A key difference from bilinear PLS1 is that the elements of
qhave to be recalculated afresh as new components arecomputed,
whereas for two-way PLS, the first element of q, isthe same no
matter how many components are calculated. Thislimitation is a
consequence of non-orthogonality of componentsin the algorithms
conventionally applied. Therefore, theconcentration estimates are
best expressed in matrix terms andnot so easily as summations.

The x block residuals after each component are
computedconventionally by

resid,a xijk = resid,a 2 1 x 2 t i j p j k pk

where resid,a xijk is the residual after a components have
beencalculated, which would lead to a model

Fig. 12 Unfolding a data matrix.
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x t p pijk i j

jk

k

a

A

=

=

1

Sometimes these equations are written as tensor products,
butthere are a large number of ways of multiplying tensorstogether,
so this notation can be confusing.

However, tensors are simply methods for rearranging the

data, and it is often conceptually more convenient to
dealdirectly with vectors and matrices, just as in Section 2.5.1
byunfolding the data. This procedure can be called
matricisa-tion.

In mathematical terms we can state that

unfolded unfolded X t p

.=

= a a

a

A

1

where unfolded pa is simply a row vec
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